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Figure 1: Grid showing the participants’ experience (left) and the corresponding combined data for visual analysis (right)

ABSTRACT
With the advent of 360° film narratives, traditional tools and tech-
niques used for storytelling are being reconsidered. VR cinema, as a
narrative medium, provides users with the liberty to choose where
to look and to change their point-of-view constantly. This freedom
to frame the visual content themselves brings about challenges for
the storytellers in carefully guiding the users so as to convey a
narrative effectively. Thus researchers and filmmakers exploring
VR cinema are evaluating new storytelling methods to create effi-
cient user experiences. In this paper, we present, through empirical
analysis, the significance of perceptual cues in VR cinema, and
its impact on guiding the users’ attention to different plot-points
in the narrative. The study focuses on examining the experiential
fidelity using “Dragonfly", a 360° film created using the existing
guidelines for VR cinema. We posit that the insights derived would
help better understand the evolving grammar of VR storytelling.
We also present a set of additional guidelines for effective planning
of perceptual cues in VR cinema.

CCS CONCEPTS
• Human-centered computing→ Virtual reality; User studies;
• Applied computing→Media arts.
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1 INTRODUCTION
Virtual Reality (VR) is principally about understanding - whether it
is an abstract concept, an entertaining story, or practising a skill
[Jerald 2015]. VR researchers and content creators are continually
experimenting with methods to leverage ‘presence’ - the experi-
ence of a mediated spatio-temporal reality in VR [Pillai et al. 2013;
Sanchez-Vives and Slater 2005; Slater and Usoh 1993; Slater et al.
1994]. These explorations in VR include both interactive content and
360° videos [Brillhart 2016; Pillai et al. 2017]. Recent advancements
in video recording and creating technologies have yielded more
opportunities for creating 360° video content, otherwise known
as omnidirectional videos, cinematic VR or VR cinema. However,
the storytelling techniques for VR cinema have been often adapted
from traditional frame-bound films and are still in the primitive
stages of its evolution towards a well-defined grammar [Pillai et al.
2017]. Planning for VR cinema differs significantly from that of
conventional cinema, and is emerging as a domain of interest for
researchers and filmmakers [Xu et al. 2018]. There have been previ-
ous works that suggest guidelines and techniques for enhancing the
VR cinema experience [Gödde et al. 2018; Pillai et al. 2017; Rothe
et al. 2017; Vosmeer and Schouten 2017]. However, a detailed and
systematic analysis of narratives created using these guidelines will
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further validate their effectiveness in VR storytelling [Gödde et al.
2018].

2 BACKGROUND
The factors that contribute to evoking the illusion of reality can be
broadly classified into two - perceptual illusion and psychological Il-
lusion [Pillai et al. 2013]. In VR, appropriate stimuli could be placed
and presented in a manner that creates this illusion of reality [Jerald
2015]. VR storytellers usually place visual and audio cues in the
360° space to guide the user (experiencer) in a specific manner so as
to communicate the narrative effectively. The degree to which the
user’s personal experience matches the intended experience of the
VR storyteller is referred to as ‘experiential fidelity’ [Lindeman and
Beckhaus 2009]. The main difference between a classical and 360°
narrative is the ‘frame’. In traditional cinema, spectators experience
the story through a fixed frame that separates what is visible in
the narrative and what is left to the viewers’ imagination [Lescop
2017]. In 360° narratives, the experiencer is placed inside the envi-
ronment of the story, and the frame continuously transforms with
the head orientation of the viewer [Vosmeer and Schouten 2017].
Complete freedom lies with the experiencers to look around in a
360° scene and to choose their point-of-view [Ko et al. 2018]. This
freedom poses a challenge when filmmakers intend to present a nar-
rative that relies on a specific sequence of events to unfold the plot.
Thus the experience of traditional cinema and VR cinema differs
extensively [Xu et al. 2018]. Hence the adoption of conventional
filmmaking techniques in VR cinema require reconsideration, and
this new medium requires a grammar of its own.

2.1 VR Cinema and Grammar
In VR cinema, the relationship between the experiencer and the
narrative can not be accurately anticipated. Each viewer will have a
version of their own experience as it will never be exactly the same
for each individual. A VR cinema experience is not entirely passive
(lean-back, as in a traditional film) and nor is fully active (lean-
forward, as in the case of video games or VR games) [Vosmeer and
Schouten 2017]. It lies in between the two experiences, as shown
in Figure 2.

Figure 2: VR Cinema experience with respect to Traditional
Cinema and VR

Traditional filmmaking techniques for planning and shooting a
film need to be carefully interpreted for a 360° film [Fearghail et al.
2018; Nielsen et al. 2016; Pillai et al. 2017; Xu et al. 2018]. The new
medium poses challenges for filmmakers, because in VR the person
experiencing the content becomes the storyteller [Brillhart 2016;
Gödde et al. 2018]. Creators can never be entirely sure where one is

going to look, and a viewer won’t always focus where a filmmaker
expects one to. Due to the nature of the 360° spaces, some users
also experience a fear of missing the plot-points [Rothe et al. 2017].
Likewise, if the pacing is wrong, viewers can either get bored or
become completely overwhelmed by a scene [Gödde et al. 2018].

VR cinema has commonalities with immersive theatre, where
the viewer feels immersed and co-present with the actors in the
360° space [Ko et al. 2018]. The position of the audience and the
surrounding narrative world could be configured in multiple ways
to evoke different experiences. Lescop [2017] suggests four such
configurations - (1) where the user is placed inside a static ‘virtual
bubble’, (2) where both the user and the virtual bubble move at the
same time, (3) where the user moves, but the virtual bubble is fixed,
and (4) where the user’s position is fixed, but the bubble moves.
For a VR cinema created using equirectangular images, the config-
urations (1) and (4) are befitting as they are essentially panoramic
experiences where the user’s position is fixed. The configurations
(2) and (3) are nevertheless possible using emerging technologies
like light field and real-time rendered 3D films.

Concerning the role of the viewer and the associated point-of-
view (POV) in a VR film, there are two possibilities of experience.
One is them being part of the scene, i.e. first-person perspective,
and another as an observer, i.e. third-person perspective. The role of
the viewer needs to be clearly defined as both experiences are quite
distinct and have a significant impact on the experience [Gödde
et al. 2018]. Viewers who are primarily used to traditional movies
might passively experience VR cinema. Hence placing of action
and story elements in the 360° space are critical. Framing in 360°
is correlated to the head direction of the user. Thus the distance
between the objects in the virtual environment and the user should
also be considered as it might frighten the users or make them
empathize more [Sheikh et al. 2016].

VR cinema being a newmedium of expression, storytellers have a
greater responsibility to leverage this new freedom (that allows the
viewers to explore themselves), to intrinsically guide them to have
a profound experience [Vosmeer and Schouten 2017]. Therefore a
specific grammar for storytelling in VR is essential [Gödde et al.
2018; Ko et al. 2018; Pillai et al. 2017]. Although new innovative
techniques and methods are already being experimented with, they
are yet to be verified [Gödde et al. 2018].

2.2 Narrative and Perceptual Cues
Narrative and technical aspects of VR cinema support each other
and allow users to be immersed in the 360° content [Elmezeny et al.
2018; Ryan 2015]. Narrative immersion focuses on the impact of the
structure and content of the story on viewers. It is influenced by
setting, place and time of the story, composition of the world, the
structure of the plot, genre, and interplay of the story [Lescop 2017].
Technical immersion manifests through perceptual cues to direct
and acknowledge viewers attention in the virtual environment [Zhu
et al. 2018].

Cues have been used in traditional films, but in VR they are par-
ticularly useful in creating attention spots or reinforce the existing
points of interest (POIs) and strengthen the kind of user experience
filmmakers wish to create [Brillhart 2016]. Cues could be further
classified as audio and visual cues. Visual cues include movement
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of objects or characters, alignment of objects, gaze and gestures
of characters, lighting, extreme contrast, semantic opposites, text,
graphics, special effects and camera movements. Audio cues include
characters conversations, spatial audio, sound effects, and music -
both diegetic and non-diegetic [Elmezeny et al. 2018; Gödde et al.
2018; Vosmeer and Schouten 2017].

The gazes of characters work as attentional cues, and if in a
specific direction, are most likely to be followed, and guide viewers
attention beyond their field-of-view (FOV) [Gödde et al. 2018]. More
eye contact also has a satisfying experience for viewers [Ko et al.
2018]. In a 360° space, a viewer is more likely to be attracted by
moving objects [Rothe et al. 2017; Xu et al. 2018]. Changing the
depth-of-field or artificially creating a partial ‘blur’ has been a
popular method in guiding viewers attention in visual narratives
[Fearghail et al. 2018]. In VR, it is possible also to leverage on the
stereoscopic disparity [Fearghail et al. 2018], which creates depth
cues offering spatial immersion and in turn, stronger emotional
immersion [Gödde et al. 2018].

Sound adds to the level of presence and periodical awareness
of the surrounding [Bala et al. 2018]. Spatial audio can be an ef-
fective tool to guide the viewer to another area of the scene as are
directional cues by the characters present within the environment
[Dowling et al. 2018; Elmezeny et al. 2018; Fearghail et al. 2018].
Audio cues are also good for alerting the viewer during the narra-
tive [Lescop 2017]. Combination of audio and visual cues is more
powerful than visual cues alone, as audio cues are less dependent
on the focus of attention at the time of the cue, and could be linked
to elements outside the viewer’s FOV [Sheikh et al. 2016].

The common practice in film editing defines a continuity do-
main along the dimensions of space, time and action, which are
classified into three different categories. First, edits that are discon-
tinuous in space, time and action (action discontinuities); second,
edits that are discontinuous in space or time, but continuous in
action (spatial/temporal discontinuities); and third, edits that are
continuous in space, time and edits (continuity edits) [Magliano
and Zacks 2011; Serrano et al. 2017]. In VR, careful editing for
continuity is essential, as frequent scene transitions often cause
nausea [Ko et al. 2018]. Hence the transitions have to be natural
and psychologically comfortable. By identifying patterns of the
shift in viewing behaviour, the beginning and ending points of their
experience can be estimated. These beginning and ending points
can be intuitively connected for smooth transitions from one scene
to another [Brillhart 2016; Pillai et al. 2017]. Alignment of Region
of Interests (ROIs) in two consecutive scenes is recommended for
fast-paced 360° content, to avoid misalignment during explorations
in VR cinema [Serrano et al. 2017]. Maintaining common visual
elements across two shots, while they change, would also be a use-
ful technique for effective transitions [Pillai et al. 2017]. Viewers
require some time to adapt to the visual content before their gaze
fixates on ROIs [Serrano et al. 2017]. This orientation time in a VR
setting should also be considered during transitions, which can
vary depending on the users and their level of experience with VR
[Gödde et al. 2018; Rothe et al. 2017; Vosmeer and Schouten 2017].

A 360° film “Dragonfly" was created in our research lab using the
existing guidelines for VR cinema which became the foundation
of our research experiments. The results were both quantitatively
and qualitatively analyzed. In this research, the primary focus is on

examining the experiential fidelity in terms of technical immersion,
usingDragonfly. The objectivewas to study the impact of perceptual
cues - visual, audio and depth cues on viewers experience and their
effectiveness in guiding them to follow different plot-points in the
narrative. A comprehensive analysis, particularly concerning the
users’ narrative immersion in Dragonfly has been presented in
[Pillai and Verma 2019].

2.3 Analysis Methods
Gaze prediction in 360° space is based on temporal and spatial
saliency as well as history gaze path [Xu et al. 2018]. Attentional
Synchrony is a phenomenon in which gaze behaviours of viewers
predominantly cluster around predictable areas. In VR cinema, al-
though viewers are allowed to choose their POV in the 360° space,
eye-trackingwill enable us to visualize where attentional synchrony
(clustering) occurs. Visualizing this clustering can aid identify con-
tent or features helpful in guiding the users [Bender 2018]. In a
VR setting, viewing behaviour can be studied using patterns of eye
gaze and head orientation of the experiencers [Löwe et al. 2015; Xu
et al. 2018]. In VR cinema, this data can be then be compared with
the director’s experience to observe the closeness of the user’s expe-
rience to that of the intended one. Different visualization methods
for the eye gaze and head orientation patterns for VR cinema have
been proposed by researchers [Blascheck et al. 2017; Fearghail et al.
2018]. However, the representation of sound in 360° videos is still
an open task [Xu et al. 2018]. In our empirical study, eye gaze data
and head orientation of the experiencers were recorded to study
their viewing behaviour pattern.

2.4 Research Questions
The purpose of this study is to examine and understand technical
immersion through perceptual cues and the experiential fidelity as-
sociated with the plot-points in VR cinema. The following questions
guided the overall research:

(1) How do the perceptual cues guide the users in following
different plot-points in the narrative?

(2) How can one predict the users’ entry and exit POVs in their
experience of VR cinema?

(3) How do users consume the content in 360° space?
(4) How these questions may lead to guidelines for designing

effective narrative structure for VR cinema?

Figure 3: Stereo view of a frame in Dragonfly (left) with re-
spect to the top-bottom equirectangular frames (right)
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Figure 4: Temporal narrative structure of Dragonfly, depicting the primary and secondary plot-points along with the audio
and visual cues

Figure 5: Different plot-points in Dragonfly for Scene 1 and
Scene 2. The numbers represent the intended POVs and its
size represents its duration (a detailed version derived from
[Pillai and Verma 2019])

Figure 6: POV description corresponding to different plot-
points in scene 1 and 2 of Dragonfly

To unravel the potential of VR storytelling and to explore these
research questions, the film Dragonfly [Pillai 2018] was planned
and designed, which formed the basis of our study.

3 DESIGNING THE NARRATIVE
The process of planning and creating the VR film Dragonfly was
carried out entirely in our research lab. Insights from previous stud-
ies laid the foundation of our experiment in terms of the narrative
structure and arrangement of the plot-points in the film. Previous
guidelines, including the ones proposed in [Gödde et al. 2018; Pillai
et al. 2017; Rothe et al. 2017; Vosmeer and Schouten 2017], were

considered while designing potential perceptual and narrative cues
for an intrinsic guided experience.

3.1 Planning the Film “Dragonfly”
The film is about Aisha’s (protagonist) waiting and yearning for the
return of her beloved (Priya) who has undergone a painful incident.
Dragonfly immerses the viewer in emotions of Aisha - her reality,
memories, and hopes [Pillai 2018]. The 360° film experience was
designed with stereoscopic 3D and spatial audio to provide the user
with an additional sense of depth. Figure 3 shows a stereo view
of one of the frames in Dragonfly along with the corresponding
top-bottom equirectangular images. The primary intention of the
narrative was to communicate the emotions of the protagonist
effectively. The narrative also traversed the possibilities of different
plot-points in 360° space for such a genre exploring emotion and
drama.

3.2 Narrative Structure and Plot-Points
The narrative of Dragonfly was intended to be experienced as an
observer (from a third-person perspective) in a sitting position. Fig-
ure 4 shows the narrative structure of Dragonfly, with the temporal
placement of different plot-points. The figure also presents all the
primary visual and audio cues planned at various points during the
experience. The narrative is temporally divided into starting-credits
(SC), Scene1, Scene2 and end-credits (EC). Different positions for
the plot-points were experimented to utilize the 360° space. Figure 5
depicts the top view of different plot-points planned within the two
scenes (in a detailed form, derived from [Pillai and Verma 2019]).
Scene1 is of approximately 2 minutes duration and is an indoor
shot. In this scene, primary plot-points are 1, 3, 5 (dark shade), and
secondary plot-points are 2, 4. Plot-point 1 and 2 are 180 degrees
spatially apart and occur concurrently in the narrative, and thus,
appropriate audiovisual cues were planned to guide the experi-
encers. Plot-points 3 and 5 are spatially 90 degrees apart. Along
with visual cues, spatial audio prompts the experiencer to shift their
POV from 3 to 5. Plot-point 6 is the transition from Scene1 to 2.
Scene2 is of approximately 8 minutes duration and takes place on
a rooftop terrace. Primary plot-points in Scene 2 are 7, 8, 9, 11, 12
and 13. Plot point 8 becomes secondary when story action begins
at plot-point 9, and both 8 and 9 are 180 degrees apart. Here as
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Figure 7: Primary(left) and secondary(right) Intended POVs
(green), ROIs (yellow) and POIs (red)

well, spatial audio and gaze of the protagonist (visual cue) were
planned to guide the experiencer towards plot-point 9. Plot-point
10 results in 11 and moves from secondary to primary plot-point
as the narrative progresses. Story action from plot-point 11 and
13 meet at a common point as shown in figures, and continues till
the scene ends. The end credits were spatially placed in between
plot-points 13 and 14 (Figure 5) for a seamless transition into the
credit sequence. At the time of the transition from Scene1 to Scene2,
the direction of the plot-points were aligned in the same direction.
In Dragonfly we experimented with techniques such as fading of
one scene to another, plot-points fading-in and out within a scene,
merging of simultaneous plot-points that were initially spatially
apart, depth-of-field related blurs to bring attention to the storyline,
and using common visual elements to orient experiencers in the
intended direction.

3.3 Perceptual Cues
The narrative has a total of sixteen plot-points (including starting
and ending credits) spread over two scenes. In order to ensure
experience fidelity, and that the user experiences the narrative as
close as possible to the director-intended experience, perceptual
cues were carefully planned within the narrative. The temporal
narrative structure (Figure 4) depicts the exact positions in time
where these cues were included to guide the experiencer to focus
on primary plot-points and areas of interest.

3.4 POVs and POIs, ROIs
Each plot-point in the narrative connects to a particular POV, to-
wards which the user requires to orient. Description of the POVs
corresponding to different plot-points in the narrative is shown
in Figure 6. Specific story elements within a POV form potential
points-of-interest (POIs) for the user. A collection such POIs in
close proximity form a region of interest (ROI) otherwise called an
area of interest (AOI). Intended POVs, ROIs and POIs, are based on
the director’s intended viewing experience. An example of such
intended POVs, ROIs and POIs for a specific frame is shown in
Figure 7.

4 EXPERIMENT AND EVALUATION
Initially, a pilot study was conducted with five participants, record-
ing only the POV data (and no eye-tracking data) to understand the

Figure 8: Participant experiencing the film Dragonfly dur-
ing the experiment (top). Equirectangular snapshot of the
frame with the participant’s POV and eye-gaze point (bot-
tom) [Pillai and Verma 2019]

process and to design the main experiment. It helped us in planning
the background recording of POV and eye-tracking data as well
as framing the right questions for the qualitative interview. In the
main experiment, Dragonfly was experienced by the participants
using a head-mounted display fitted with an eye-tracker, in a closed
room on a swivel chair.

4.1 Subjects
Participants, who were primarily from the creative field, were in-
vited for the film experience. A total of 105 users participated in the
experiment within the age range of 18 - 61 years. All had a basic
understanding of VR, of which about half (56.1%) had previously

Figure 9: Participants watching the film Dragonfly, a sitting
experience on a rotating chair
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Figure 10: Combined POV and POI data of all participants, along with the Director’s POI and POV (left - Scene1 and right -
Scene2). The red spots and the green outlines are participant’s POIs and POVs, respectively. The cyan spot and the cyan outline
is the director’s POI and POV respectively.

Figure 11: Heatmap for average viewing at specific plot-
points

experienced VR. The participants were informed that it was a sit-
ting experience, and they were free to rotate the chair to orient
themselves during the experience.

4.2 Apparatus
The entire experience was using an HTC Vive VR headset fitted
with aGlass eye-tracker that recorded the eye-gaze data of the par-
ticipants. Help videos were played using a 360° video player (Vive
Cinema), while Dragonfly was played using the Unity game en-
gine. During the experiment, using Unity, the gaze positions (POIs)
and head orientations (POVs) of the participants were recorded
for every second of the film and saved as snapshots of equirectan-
gular images. Figure 8 shows a participant experiencing the film
Dragonfly during the experiment and the corresponding equirect-
angular snapshot of the frame having the participant’s POV (green
rectangle) and eye-gaze point (red dot) data.

4.3 Methodology
An hour session was allotted for each participant. The complete
procedure was briefed before starting the experiment. After taking
the written consent, participants were seated on a rotating chair
(Figure 9). Controllers were not provided to the participants. Before
showing Dragonfly, participants were shown two short VR films
(one live-action and one animated film) to familiarise them with
360° film watching. Replaced [2:32 min, live-action film] was shown
primarily to encourage the participants to utilise chair rotation
and actively watch the film. The trailer of Invasion [4:05 min, 3D
animation film] was shown to get them to experience stereoscopic
3D in VR cinema. After the help videos, the headset was calibrated
for using the eye-tracker. This was followed by the experience of
the main VR film Dragonfly [11:11 min]. Once the participants com-
pleted the film experience, they were interviewed regarding their
experience and their understanding of the story. They then filled
the post-experiment feedback form. The whole session was video-
recorded as well. Director’s experience was separately recorded in
order to compare the participants’ experience to that of the intended
one.

5 RESULTS AND ANALYSIS
Qualitative and quantitative data of 99 participants out of 105 was
considered, as the eye-tracking data for 6 participants were not
properly recorded. Multiple visualizations and statistical methods
were used to analyze the cues and understand the users’ experience
pattern, which are elaborated in the following subsections.

5.1 Visual Analysis - From Combined
Experience Data

Visual Analysis gave insights on average viewing pattern of all
the participants. In this analysis, eye-tracking data and POVs of
all the participants were merged for each frame for every second
of the film and compared with the director intended experience.
Figure 10 shows two such frames from each scene. Additionally,
heatmaps were created to study the pattern of average viewing
experience (Figure 11). This helped in visually identifying primary
and secondary areas of interests as observed from the average
experience of all the participants.
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Figure 12: Experiential fidelity with respect to the Intended POVs and ROIs in Dragonfly [Pillai and Verma 2019]

5.1.1 Experiential fidelity with Intended POV and ROI. Figure 12
shows the temporal spectrum of experiential fidelity - the affinity
(closeness) of the average observed ROIs of viewers with the in-
tended ROIs. Dark green areas represent the times when all the
viewers were perfectly oriented towards the intended ROI. Light
green represents the times when the majority of the viewers (above
50%) were oriented towards the intended ROIs, while yellow repre-
sents low affinity (below 50%). Peach colour represents the times
when the observed ROI was completely misoriented with respect
to the intended one [Pillai and Verma 2019].

5.2 Statistical analysis - From Individual
Experience Data

For in-depth analysis and to quantify previous results, individual
viewing experience and how they responded to different cues during
the film were visually analysed. For this, a 10x10 grid was created
using the screen captures of all the 99 participants and the director’s
intended experience as the 100th frame. Figure 13 shows this grid
for a specific frame, with the POV and POI of all the viewers (95th
frame highlighted), and the intended POV and POI (100th frame
highlighted). Visual comparisons were made for frames where any
visual cues, audio cues or their combinations were present or a shift
in POV was expected from viewers to follow the narrative.

Figure 13: A grid created for visual analysis, showing the
POIs and POVs of all 99 participants for a particular frame
of Dragonfly (an example frame highlighted), with the cor-
responding intended POI and POV in the last frame (100th
frame, highlighted) [Pillai and Verma 2019]

Equirectangular snapshots of individual participants were also
studied to understand and quantify the results in terms of the effec-
tiveness of all the cues associated with POV transitions. Individual
video recordings of each participant were also analyzed to observe
the viewing behaviour and to find correlations to their recorded
data. Figure 14 represents the response of the participants during
POV transitions (bottom graph), the corresponding reasons that
triggered these transitions, and the audiovisual cues that were pre-
sented to them (top graph). The reasons observed in the study for a
participant’s POV shift from one plot-point to another, with respect
to the cues planned, are represented using a colour code in the
figure. These could be broadly classified into five categories - (1)
exclusively visual cues (blue), (2) exclusively audio cues (green), (3)
combination of audio and visual cues (Turquoise), (4) exploratory
(Pink), and (5) same plot-point (Light pink). The percentage of par-
ticipants who missed a particular plot-point is shown as light grey

Figure 14: Graph representing the response of participants
during POV transitions (bottom) for each cue category (top)

Figure 15: Graph showing the response of participants’ POI
transitions (bottom) for each cue category (top)
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in the graph. The top graph shows the number of audio and visual
cues available during each POV transition. A similar observation in
terms of the participants’ response to a particular POI within a POV
is shown in the Figure 15 (bottom graph) and the corresponding
audiovisual cues (top graph) that were planned to guide them.

Figure 16 shows the plot-point changes (POV transitions) and the
duration of primary story elements within a plot-point (POIs) of the
participants, represented on a timeline with respect to the narrative
structure of Dragonfly. It gives a visual summary of the experiential
fidelity in terms of POIs, their duration and the perceptual cues
available at a particular instant in the storyline. In order to find
the answers to our research questions, inferences were drawn from
visual and statistical data analysis, as explained in the section below.

5.3 Observations and Insights
5.3.1 Observations from Visual Data Analysis.

(1) Exploratory behaviour was observed at the beginning of
both the scenes and was comparatively more common in
Scene 1 (in Figure 12 only light green and yellow shades in
scene 1 with no dark green areas). This could be due to the
presence of simultaneous plot-points placed spatially apart,
users’ impulse to get familiar with the environment, and also
the presence of spatial audio.

(2) Maximum number of participants followed the primary plot-
points compared to the secondary ones. The primary plot-
points had either the protagonist, an action or some move-
ment, and thus perceptual cues were successful at most of
the points in guiding the experiencers.

(3) Users who extensively watch traditional films were observed
to have less exploration of the VR environment [Pillai and
Verma 2019].

(4) The protagonist’s gaze directions guided the participants in
facing towards the intended plot-points.

(5) The absence of action prompted participants to either look
for a new story action or return to the previously established
POV.

(6) In Figure 12 the peach colour representing the areas of com-
plete misorientation is extremely less and comparatively for
a shorter duration. The yellow and green areas observed
immediately after the peach ones show that perceptual cues
helped the experiencers in aligning back towards the in-
tended experience.

5.3.2 Observations from Statistical data analysis.

(1) Explorations were more common in Scene1 as compared
to Scene2. In Scene 1, 5% of the participants shifted from
POV 1 to 2, and 18% from POV 2 to 3 due to exploration.
This could be due to the temporally close arrangement of
plot-points and POIs in Scene1, and the location of Scene2
being a familiar space for many of the participants.

(2) Audio cues, whether exclusively present or in combination
with the visual ones, have been effective to guide viewers.

(3) In the POV 8-9 transition, a combination of visual cue (gaze
of the protagonist) and the audio cue was very effective. 88%
of the participants followed the audio-visual cue.

(4) In POV 3-4 shift, the movement of the main character was a
stronger cue over other action elements. 95% of the partici-
pant’s head orientation followed the direction in which the
protagonist shifted.

(5) POV 4-5 is a 90° shift in terms of placement where the spa-
tial sound was observed to be an effective cue. 63% of the
participants responded to the spatial sound.

(6) Shifts POV 2-3 and POV 10-11, fading of a plot-point, or in
the absence of action, participants returned to the previously
established plot-points.

(7) In POV 1-3 shift, 33% of participants chose to maintain the
previous POV where the main character was in the plot-
point.

(8) Exclusive visual cues were effective when two POVs were in
close proximity to the field-of-view of the experiencer. For
instance, in POV 3-4 transition, which was in close proximity,
100% of participants responded to the visual cues.

(9) POV 8-9 is a 180° shift, where spatial audio and gaze proved
to be effective cues. 88% of participants responded to the
audio-visual cues.

(10) During POV transitions, POIs within the field-of-view were
given preference over the elements outside the field-of-view.

(11) Themain character as POIwas always given a higher priority.
For instance, for POI 13-a, 85% of the participants followed
the gaze of the protagonist.

(12) In four transitions (SC-POV1, POV5-6, POV6-7, POV14-EC)
the arrangement of consecutive plot-points, one at the end
of the POV and the other at the start of the next POV, were
aligned in the same direction, and there was 100% experien-
tial fidelity.

Figure 16: POIs and POV transitions of participants with respect to the narrative structure
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(13) The affinity of the average viewing to the intended experi-
ence (experiential fidelity in terms of ROIs) was observed to
be more in the Scene2.

5.4 Guidelines
Based on the above inferences, the following guidelines are pro-
posed for VR Storytellers, which would be useful in planning the
narratives efficiently.

(1) Narrative planning should consider sufficient orientation
time for the viewers to get familiar with the 360° space (de-
pending on the narrative features and the level of detail
within the scene).

(2) Exclusive visual cues could be planned when two POVs are
in close proximity.

(3) The gaze of the main character could be used to guide view-
ers attention to a particular POV or POI.

(4) Whenever there is a planned shift in POV beyond a viewer’s
FOV or not in close proximity, spatial audio would be most
effective in guiding their attention.

(5) A combination of visual and audio cues is stronger in guiding
the user’s attention compared to a single visual cue since
audio cues are independent of the user’s POV and spatial
audio cues can originate even from outside the POV.

(6) Having common visual elements across two consecutive
shots, during a transition, proved to be extremely effective.

(7) Experimenting with the technique of using a camera shake
in a scene which was coherent with narrative and gradu-
ally rotating the camera as well proved effective in guiding
the experiencers. These techniques are generally not rec-
ommended in VR filmmaking guidelines, but when used
appropriately, can lead to intended experiences.

(8) Presence of at least one plot-point (either primary or sec-
ondary) in the direction of the initial POV, is helpful for users
with less exploration in the VR space to still be able to follow
the narrative. In such cases, audio plays an important role
in guiding them to follow the outline of the story.

(9) Having plot-points of consecutive scenes aligned in the same
direction, was effective in achieving intended orientation of
the experiencers during scene transitions.

6 DISCUSSION
The gaze of the main character proved to be an important cue
in guiding attention towards different POIs and POV transitions
[Xu et al. 2018]. Visual cues, before a significant plot-point, proved
effective to direct audience attention towards intended POV [Sheikh
et al. 2016]. One of the participants could hear only from her right
ear. Visual cues were pivotal for her to follow the narrative.

Participants were able to follow the intended viewing experience
more in the second scene, as in Scene1 they took some time to get
used to the mode of watching a VR film, which is different from
the passive laid back traditional film watching.

When the distance between the character and camera was very
close, few participants felt uncomfortable and even tried to move
backwards [Sheikh et al. 2016]. Participants even had the urge to
stop the action of themain character at a pivotal climactic plot-point
in the movie, and some were eager to examine the space around

the character. Depth due to stereoscopic disparity contributed to
emotional immersion as well, which made the experiencers feel
more empathetic [Fearghail et al. 2018].

Spatial Audio played an exceptionally important role in guiding
the viewers’ attention efficiently as intended by the storyteller
[Gödde et al. 2018; Pillai et al. 2017; Rothe et al. 2017]. However,
in one POV transition, a spatial sound cue intended for 90° POV
shift, was mistaken by few participants as a traditional phone call
which they heard on their left and hence, restricted themselves
from turning to the intended POV.

Few participants, in the beginning, were watching the movie
from the first perspective, assuming themselves as an object or a
character in the scene. Storyline reshapes with cognitive and emo-
tional inputs [Lescop 2017]. Certain visual cues, like fading of the
scene, ending of an action which guided the users or explorations
observed at a certain timeline of the movie were mainly because of
narrative immersion. This is further discussed in another research
article [Pillai and Verma 2019].

The entire experience of watching Dragonfly requires a rotating
chair, which might not be feasible in all environments. Practical
aspects of watching a VR film need to be considered especially
at home or in social viewing. Similar to the grammar of VR sto-
rytelling, the etiquettes of watching a 360° film without breaking
one’s immersion is evolving as well.

7 CONCLUSION
In this research, the primary focus was to examine the experiential
fidelity in VR Cinema, principally with respect to the perceptual
cues planned. We used the 360° film “Dragonfly" that was created
specifically for research purposes, using the existing guidelines for
VR cinema. The objective was to study the impact of perceptual
cues on viewers experience and their effectiveness in guiding them
to follow different plot-points in the narrative. The experiment was
planned to obtain answers to our research questions on the gram-
mar of VR storytelling. The study primarily looked into qualitative
analysis with information gathered from eye-tracking, screenshots
and session recordings. Results from the experiment verified and
supported previously proposed guidelines [Gödde et al. 2018; Pillai
et al. 2017; Rothe et al. 2017; Vosmeer and Schouten 2017]. From the
observations and analysis, inferences were derived, which led to
the proposition of further guidelines for VR storytellers. We believe
these guidelines would be helpful for VR filmmakers in planning
360° narrative experiences efficiently.
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